


is society willing to spend to improve
health (to lower the incidence of dis-
ease)? In other words, how much is it
worth to society to relieve painful
symptoms, increase the level of com-
fort of sufferers, prevent disability, and
prolong life? It has become common
practice to estimate what society is
willing to pay by totaling the amount
that is spent on medical care and the
value of earnings "forgone" as a result
of the disability or death (61). This
cost seems a vast underestimate for the
United States in the late 1960's. So-
ciety seems willing to spend substantial
sums to prolong life or relieve pain.
For example, someone with kidney
failure can be kept alive by renal dialy-
sis at a cost of $15,000 to $25,000 per
year; this sum is substantially in excess
of forgone earnings, but today many
kidney patients receive this treatment.
Another example is leukemia in chil-
dren; enormous sums are spent to pro-
long life for a few months, with no
economic benefit to society. If ways
could be found to keep patients with
chronic bronchitis alive and active
longer, it seems likely that people
would be willing to spend sums sub-
stantially greater than the foregone
earnings of those helped. So far as
preventing disease is concerned, society
is willing to spend considerable sums
for public health programs such as
chest x-rays, inoculation, fluoridation,
pure water, and garbage disposal and
for private health care programs such
as annual physical checkups.

While we believe that the value of
earnings forgone as a result of morbid-
ity and mortality provides a gross
underestimate of the amount society is
willing to pay to lessen pain and pre-
mature death caused by disease, we
have no other way of deriving numeri-
cal estimates of the dollar value of
air-pollution abatement. Thus, we pro-
ceed with a conventional benefit calcu-
lation, using these forgone earnings
despite our reservations.

Direct and indirect costs. Our figures
for the cost of disease are based on
Estimating the Cost of Illness, by
Dorothy P. Rice (61). Unfortunately,
Rice calculated disease costs in quite
aggregate terms, and so the category
"diseases of the respiratory system"
must be broken down. It seem reason-
able to assume that both direct and
indirect costs would be proportional to
the period of hospitalization (total
patient-days in hospitals) by disease
category (62).

Rice defines a category of direct
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disease costs as including expenditures
for hospital and nursing home care and
for services of physicians, dentists, and
members of other health professions.
"Other direct costs" (which would add
about 50 percent to those just enumer-
ated) consist of a variety of personal
and nonpersonal expenditures (such as
drugs, eyeglasses, and appliances),
school health services, industrial in-
plant health services, medical activities
in federal units other than hospitals,
medical research, construction of med-
ical facilities, government public health
activities, administrative expenditures
of voluntary health agencies, and the
net cost of insurance. Since Rice does
not allocate "other direct costs" among
diseases, we omit it from our cost esti-
mates. However, we conjecture that
respiratory diseases represent a sub-
stantial portion of this category. Thus,
our direct cost estimate is likely to be
a substantial underestimate of "true"
direct costs (probably more than 50
percent too low).

Estimating indirect cost is an attempt
to measure the losses to the nation's
economy caused by illness, disability,
and premature death. We would argue
that such a calculation gives a lower
bound for the amount people would be
willing to pay to lower the morbidity
and mortality rates. These costs are
calculated in terms of the earnings for-
gone by those who are sick, disabled,
or prematurely dead (63).

The Health Cost of Air Pollution

The studies cited earlier in this ar-
ticle show a close association between
air pollution and ill health. The evi-
dence is extremely good for some dis-
eases (such as bronchitis and lung
cancer) and only suggestive for others
(such as cardiovascular disease and
nonrespiratory-tract cancers). Not all
factors have been taken into account,
but we argue that an unbiased observer
would have to concede the association.
More effort can and should be spent
on refining the estimates. However, the
point of this exercise is to estimate the
health cost of air pollution. We believe
that the evidence is sufficiently com-
plete to allow us to infer, roughly, the
quantitative associations. We do so
with caution, and proceed to translate
the effects into dollars. We have at-
tempted to choose our point estimates
from the conservative end of the range.
We interpret the studies cited as in-

dicating that mortality from bronchitis

would be reduced by about 50 percent
if air pollution were lowered to levels
currently prevailing in urban areas with
relatively clean air. We therefore make
the assumption that there would be a
25 to 50 percent reduction in morbid-
ity and mortality due to bronchitis if
air pollution in the major urban areas
were abated by about 50 percent. Since
the cost of bronchitis (in terms of for-
gone income and current medical ex-
penditures) is $930 million per year,
we conclude that from $250 million to
$500 million per year would be saved
by a 50 percent abatement of air pol-
lution in the major urban areas.

Approximately 25 percent of mor-
tality from lung cancer can be saved
by a 50 percent reduction in air pollu-
tion, according to the studies cited
above. This amounts to an annual cost
of about $33 million.
The studies document a strong re-

lationship between all respiratory dis-
ease and air pollution. It seems likely
that 25 percent of all morbidity and
mortality due to respiratory disease
could be saved by a 50 percent abate-
ment in air pollution levels. Since the
annual cost of respiratory disease is
$4887 million, the amount saved by a
50 percent reduction in air pollution in
major urban areas would be $1222
million.

There is evidence that over 20 per-
cent of cardiovascular morbidity and
about 20 percent of cardiovascular
mortality could be saved if air pollu-
tion were reduced by 50 percent. We
have chosen to put this saving at only
10 percent-that is, $468 million per
year.

Finally, there is a good deal of evi-
dence connecting all mortality from
cancer with air pollution. It is difficult
to arrive at a single figure, but we have
estimated that 15 percent of the cost
of cancer would be saved by a 50
percent reduction in air pollution-a
total of $390 million per year.
Not all of these cost estimates are

equally certain. The connection be-
tween bronchitis or lung cancer and
air pollution is much better docu-
mented than the connection between
all cancers or all cardiovascular disease
and air pollution. The reader may ag-
gregate the costs as he chooses. We
estimate the total annual cost that would
be saved by a 50 percent reduction
in air-pollution levels in major urban
areas, in terms of decreased morbidity
and mortality, to be $2080 million. A
more relevant indication of the cost
would be the estimate that 4.5 percent
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of all economic costs associated with
morbidity and mortality would be
saved by a 50 percent reduction in air
pollution in major urban areas (64).
This percentage estimate is a robust
figure; it is not sensitive to the exact
figures chosen for calculating the eco-
nomic cost of ill health.
A final point is that these dollar fig-

ures are surely underestimates of the
relevant costs. The relevant measure is
what people would be willing to pay to
reduce morbidity and mortality (for
example, to reduce lung cancer by 25
percent). It seems evident that the
value used for forgone earnings is a
gross underestimate of the actual
amount. An additional argument is that
many health effects have not been con-

sidered in arriving at these costs. For
example, relatively low levels of carbon
monoxide can affect the central nerv-

ous system sufficiently to reduce work
efficiency and increase the accident
rate (65). Psychological and esthetic
effects are likely to be important, and
additional costs associated with the ef-
fect of air pollution on vegetation,
cleanliness, and the deterioration of
materials have not been included in
these estimates (66).
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For the first 2 million years of his
existence, man lived in bands or vil-
lages which, as far as we can tell,
were completely autonomous. Not until
perhaps 5000 B.C. did villages begin
to aggregate into larger political units.
But, once this process of aggregation
began, it continued at a progressively
faster pace and led, around 4000 B.C.,
to the formation of the first state in
history. (When I speak of a state I
mean an autonomous political unit,
encompassing many communities with-
in its territory and having a centralized
government with the power to collect
taxes, draft men for work or war, and
decree and enforce laws.)

Although it was by all odds the most
far-reaching political development in
human history, the origin of the state
is still very imperfectly understood. In-
deed, not one of the current theories
of the rise of the state is entirely satis-
factory. At one point or another, all of
them fail. There is one theory, though,
which I believe does provide a con-
vincing explanation of how states began.
It is a theory which I proposed once
before (1), and which I present here
more fully. Before doing so, however,
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it seems desirable to discuss, if only
briefly, a few of the traditional theories.

Explicit theories of the origin of the
state are relatively modern. Classical
writers like Aristotle, unfamiliar with
other forms of political organization,
tended to think of the state as "nat-
ural," and therefore as not requiring
an explanation. However, the age of
exploration, by making Europeans
aware that many peoples throughout
the world lived, not in states, but in
independent villages or tribes, made
the state seem less natural, and thus
more in need of explanation.
Of the many modern theories of state

origins that have been proposed, we
can consider only a few. Those with
a racial basis, for example, are now
so thoroughly discredited that they
need not be dealt with here. We can
also reject the belief that the state is
an expression of the "genius" of a
people (2), or that it arose through
a "historical accident." Such notions
make the state appear to be something
metaphysical or adventitious, and thus
place it beyond scientific understanding.
In my opinion, the origin of the state
was neither mysterious nor fortuitous.

It was not the product of "genius" or
the result of chance, but the outcome
of a regular and determinate cultural
process. Moreover, it was not a unique
event but a recurring phenomenon:
states arose independently in different
places and at different times. Where
the appropriate conditions existed, the
state emerged.

Voluntaristic Theories

Serious theories of state origins are
of two general types: voluntaristic and
coercive. Voluntaristic theories hold
that, at some point in their history,
certain peoples spontaneously, ration-
ally, and voluntarily gave up their in-
dividual sovereignties and united with
other communities to form a larger
political unit deserving to be called a
state. Of such theories the best known
is the old Social Contract theory, which
was associated especially with the name
of Rousseau. We now know that no
such compact was ever subscribed t6
by human groups, and the Social Con-
tract theory is today nothing more
than a historical curiosity.
The most widely accepted of modern

voluntaristic theories is the one I call
the "automatic" theory. According to
this theory, the invention of agriculture
automatically brought into being a sur-
plus of food, enabling some individuals
to divorce themselves from food pro-
duction and to become potters, weav-
ers, smiths, masons, and so on, thus
creating an extensive division of labor.
Out of this occupational specialization
there developed a political integration
which united a number of previously
independent communities into a state.
This argument was set forth most fre-
quently by the late British archeologist
V. Gordon Childe (3).
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